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Why should you care?

Available data is growing.

Applications of ML are growing.

Model size and complexity is growing.

→ HPOBench

We need efficient hyperparameter optimization methods! 

BUT 

To develop, improve, understand and compare methods we 
need benchmark problems that are realistic, efficient and 
available for a long time.

→ Multi-fidelity optimization
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Contributions

● The first collection of containerized 
multi-fidelity HPO benchmarks with 
100+ benchmark problems

● The first set of HPO benchmarks that 
○ are available as raw and tabular versions 
○ which also support multi-objective 

optimization and transfer-HPO across datasets

● An exemplary large-scale study evaluating 
>10 optimization methods on all benchmarks
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Benchmark ingredients:

Ideal features:
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HPO Benchmarks

fidelity 
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Reproducibility
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Flexibility

✓ raw
(✓) tabular
✘ surrogate



We ran >10 optimization methods on all benchmarks
and studied the following:

1. Do advanced methods improve

over random baselines? 

2. Do multi-fidelity methods 
improve over single-fidelity 
methods

→ Short answer: Yes
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Empirical Study



Conclusion

→ HPOBench provides >100 containerized 
benchmarks for multi-fidelity HPO
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What else you can do with HPOBench:

● multi-objective optimization and transfer-HPO across datasets
● compare raw, tabular and surrogate benchmarks
● ...
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?
You

Thank you!
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